
Word Sense Disambiguation with Basic-Level Categories

Steve Legrand

Department of Computer Science, University of Jyväskylä, Finland
stelegra@cc.jyu.fi

Abstract. Research in basic-level categories has provided insights that can be
beneficially used in word-sense disambiguation. Human beings favor certain
categories over others and this is reflected in their use of language. Parts and
functions categories are especially useful in providing contextual clues. The
disambiguation effort in this article concentrates on the two main senses of the

word "palm." The results are encouraging and indicate that basic-level catego-
ries will have a role to play in computational linguistics.

1 Introduction

If a word has only one sense, a non-native speaker can confirm its meaning by a quick

look at a dictionary. Most of the words do have, however, more than one sense, and

both the native and the non-native speaker need to use the word context in order to
find its correct sense. For example, when we look at the sentence,

There was a large blister on the heel of his right palm.

it is obvious to us that the word palm refers to a body part rather than to a tree or a

handheld computer. The words blister, heel, his, and right when combined in a certain
way point us towards the correct meaning.

Most of the automated disambiguation techniques, one way or another, are con-

text-based, making use not only of the words themselves, but also of the part-of-

speech information, word order, document genre and so on. Generally, we can say

that these techniques are justified by our observations that certain words do co-occur

quite regularly with each other within certain contexts. This notion has been used

somewhat heuristically in automated word sense disambiguation, and often there is no

reference to any cognitive disambiguation mechanism that could have been involved.

Nevertheless, it is not disputed that context plays a very important part in the word

sense disambiguation by our cognitive faculties.
The question arises: what is this human disambiguation mechanism like if it exists,

and would it be possible to mimic and exploit it in automated word sense disambigua-

tion? Is it rooted in our biology, and consequently reflected in our cognitive abilities,

including our ability to categorize? The classical view of categories is often inter-

preted as meaning that things belong to the same category only if they have certain

properties in common. It might seem that car parts such as a wheel and an engine do

not share any properties, therefore should one assume that they cannot belong to the
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same category? On the closer inspection one can, however, discover, that they have at

least one common property, and that is that they are parts of a car. So partonomy can

create categories of things that apparently do not have much to do with each other. In
fact, we can divide and subdivide our universe in so many different ways that what

we know as classical categorization may prove inadequate for many tasks, including
word sense disambiguation. Using the Family Resemblance Theory [30], basic-level

categories [3] and experiments demonstrating these theories [21], Lakoff [13] challen-

ges the classical view of categorization, proposing to correct it with a move to ideal-

ized cognitive models (ICMs) based, to a large extent, on prototype-level categories.

Here we will demonstrate that the type of categorization, "a human view of the

world", that Rosch and Lakoff favour, may indeed be reflected in the language that

we use to describe things, and, therefore, can benefit word sense disambiguation. The

work is still at its preliminary stages, and the purpose of this paper is merely to ex-

plain the theoretical basis behind it and illustrate it with a simple example.

In what follows, we will go briefly through the concepts of basic-level categories

(Section 2), idealized cognitive models (Section 3) and ontology structures (Sec-

tion 4) before explaining how to use refined InfoMap [11] results for creating an on-
tology that may be more suitable for word sense disambiguation (Section 5). Finally,
to exemplify our suggested approach, the two major senses of the word palm are
disambiguated (Section 6). A more extensive study is underway, the results of which

will be published shortly.

2 Basic-Level Categories

Roger Brown [3] explained his notion of a "first level" as a kind of category which
allows children to learn object categories and name them, but which, as a category,
falls somewhere between the most general and the most specific level. Later Rosch
[21, 22] designed a series of experiments in which she demonstrated that the basic-
level categories, as she started calling them, were somewhat inconsistent with the
classical theory of categories, and she explained their specific properties:

From the point of view of human cognition, the categories seem to be divided
roughly into three kinds: superordinate (furniture), basic-level (chair, table, lamp),
and subordinate ( kitchen chair, living-room chair / kitchen table, night table /floor
lamp, desk lamp). The basic-level objects have most of the attributes that are common
to all members of the category and they share the least number of attributes with
other, contrasting categories. Category membership is also influenced by family re-
semblances [30] to prototypical members. Archambault et al [1] in their brief review
of literature selected the following (most of it also investigated by Rosch or based on
her research) as the most important issues to note about basic-level categories:

-

-

Categories at the basic-level are verified fastest.

Objects are named faster at the basic than at the subordinate level.

Objects are preferentially named with their basic-level names.
- Basic-level names are learned before subordinate names.
- Basic-level names tend to be shorter.
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