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Abstract. Research in basic-level categories has provided insights that can be
beneficially used in word-sense disambiguation. Human beings favor certain
categories over others and this is reflected in their use of language. Parts and
functions categories are especially useful in providing contextual clues. The
disambiguation effort in this article concentrates on the two main senses of the
word “palm.” The results are encouraging and indicate that basic-level catego-
ries will have a role to play in computational linguistics.

1 Introduction

If a word has only one sense, a non-native speaker can confirm its meaning by a quick
look at a dictionary. Most of the words do have, however, more than one sense, and
both the native and the non-native speaker need to use the word context in order to
find its correct sense. For example, when we look at the sentence,

There was a large blister on the heel of his right palm.
it is obvious to us that the word palm refers to a body part rather than to a tree or a
handheld computer. The words blister, heel, his, and right when combined in a certain
way point us towards the correct meaning.

Most of the automated disambiguation techniques, one way or another, are con-
text-based, making use not only of the words themselves, but also of the part-of-
speech information, word order, document genre and so on. Generally, we can say
that these techniques are justified by our observations that certain words do co-occur
quite regularly with each other within certain contexts. This notion has been used
somewhat heuristically in automated word sense disambiguation, and often there is no
reference to any cognitive disambiguation mechanism that could have been involved.
Nevertheless, it is not disputed that context plays a very important part in the word
sense disambiguation by our cognitive faculties.

The question arises: what is this human disambiguation mechanism like if it exists,
and would it be possible to mimic and exploit it in automated word sense disambigua-
tion? Is it rooted in our biology, and consequently reflected in our cognitive abilities,
including our ability to categorize? The classical view of categories is often inter-
preted as meaning that things belong to the same category only if they have certain
properties in common. It might seem that car parts such as a wheel and an engine do
not share any properties, therefore should one assume that they cannot belong to the
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same category? On the closer inspection one can, however, discover, that they have y
least one common property, and that is that they are parts of a car. Sp partonomy cap,
create categories of things that apparently do not have much to do with each other. [
fact, we can divide and subdivide our universe in so many different ways that what
we know as classical categorization may prove inadequate for many tasks, m_CIUding
word sense disambiguation. Using the Family Resemblapce Theory [30], basic-leye]
categories [3] and experiments demonstrating th_ese theories [2.1 1, l.,akoff [13] Ch?llen.
ges the classical view of categorization, proposing to correct it with a move to 1_dea|-
ized cognitive models (ICMs) based, to a large extent, on p_rolotype-level categories,

Here we will demonstrate that the type of categorization, "a human view of the
world", that Rosch and Lakoff favour, may indeed be reflected in the l.anguage that
we use to describe things, and, therefore, can benefit word sense disamblguation. The
work is still at its preliminary stages, and the purpose of .thIS paper is merely to ex-
plain the theoretical basis behind it and illustrate it with a simple cxgmplc.

In what follows, we will go briefly through the concepts of basic-level categories
(Section 2), idealized cognitive models (Section 3) and ontology struclgres (Sec-
tion 4) before explaining how to use refined InfoMap [11] re§ults for creating an on-
tology that may be more suitable for word sense disambiguation (Section 5). Finally,
to exemplify our suggested approach, the two major senses of the word palm are
disambiguated (Section 6). A more extensive study is underway, the results of which
will be published shortly.

2 Basic-Level Categories

Roger Brown [3] explained his notion of a “first level” as a kind of category which
allows children to learn object categories and name them, but which, as a category,
falls somewhere between the most general and the most specific level. Later Rosch
[21, 22] designed a series of experiments in which she demonstrated that the basic-
level categories, as she started calling them, were somewhat inconsistent with the
classical theory of categories, and she explained their specific properties:

From the point of view of human cognition, the categories seem to be divided
roughly into three kinds: superordinate (furniture), basic-level (chair, table, lamp),
and subordinate ( kitchen chair, living-room chair / kitchen table, night table / floor
lamp, desk lamp). The basic-level objects have most of the attributes that are common
to all members of the category and they share the least number of attributes with
other, contrasting categories. Category membership is also influenced by family re-
semblances [30] to prototypical members. Archambault et al [1] in their brief review
of literature selected the following (most of it also investigated by Rosch or based on
her research) as the most important issues to note about basic-level categories:

—  Categories at the basic-level are verified fastest.

—  Objects are named faster at the basic than at the subordinate level.
—  Objects are preferentially named with their basic-level names.

— Basic-level names are learned before subordinate names.

—  Basic-level names tend to be shorter.
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Tversky and Hemenway [27, 26] propose that parts may play a major role in the
recognition of basic-level objects, which may have something to do with the so-called
Gestalt peception [12] related to part-whole configuration. In their proposal there is a
strong suggestion that our basic-level object perception may well be based around this
part-whole division. Parts, in turn, are related to functions, shape and interactions of
these basic-level objects. This gives rise to an interesting question: is the categoriza-
tion around parts reflected in the language we use?

3 Idealized Cognitive Models

Lakoff [13] believes that linguistics categories have the same character as other con-
ceptual categories: they show prototype effects and can be demonstrated to have ba-
sic-level categories. But he makes it clear that neither he nor Rosch advocate the view
that basic-level categories would explain any structural or procedural properties of
cognition. Rather, they both regard basic-level categories as a mere surface phenom-
ena related to cognition, and assume that below that surface there may be some other
more interesting structures and processes to be found.

Lakoff's main thesis is that our knowledge is organized by means of structures to
which he refers to as idealized cognitive models, or ICMs, and that category struc-
tures and prototype effects are their by-products. Each ICM is seen as a structured
whole, a gestalt, with four structuring principles employed:

— propositional structure (Fillmore's [7] frames)

— image-schematic structure (Langacker's [14] cognitive grammar)
- metaphoric mappings :
- metonymic mappings

These ICMs would then structure the mental space as described by Fauconnier [6].
As examples of ICMs, among others, LakofT refers to a Balinese calendar system with
three different "week" structures superimposed [9], the category defined by the Eng-

lish word bachelor [7] and other examples. )
The importance of Lakoff's ICMs to this research is in that he shows how, by ex-

tending the basic-level categories to the linguistic domain, we can end up with novel
categorical c:ructures, which may have not been considered at all in the creation of
ontologies that are widely used today. This, in turn, may be one of the reasons why
these conventional ontologies may prove inadequate for linguistics tasks such as word
sense disambiguation.

4 Example Ontology — WordNet

WordNet 2 defines itself as “a machine-readable lexical database organized by mean-
ings”. It organizes English nouns, verbs and adverbs into synonym sets representing
lexical concepts [8]. The sets are linked by relations such as hyperym, meronym,
synonym and antonym. WordNet has been critizised for not providing a useful organ-
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isational principle for information retrieval, reasoning, or knowledge management,
being based on linguistic rather than encyclopaedic coherence [2]. Concepts likely to
occur together in a domain are often found widely separated from each other in the
conceptual hierarchy [24].

However., the linguistic principles employed in WordNet's construction have made
it a useful tool for word sense disambiguation. WordNet has been used with many
different WSD techniques, the resulting disambiguation accuracies ranging from 57%
to 92% [4. 16, 19, 20]. To make it even more useful for WSD, some important cogni-
tive principles might need to be exphcut!y added. to its organization. These could be
implememed through pointers as ontological relations.

In fact, the authors of WordNet had this in mind when starting to construct it. As
an example, Miller pointed out that the word canary should be associated with at least
three types of distinguishing features: (1) attributes (small, yellow and other adjec-
tives), (2) parts (beak, wings and other nouns), and (3) functions (sing, fly. and other
verbs). The addition of the distinguishing features important to basic-level categories
was contemplated, but was not implemente.d explici!ly except for the pointers to the
parts [18]. Instead, glosses were added which c.ontam some of these features. Many
WSD implementations have used these glosses since for sense disambiguation.

In this research, feature sets incorporating these distinguishing features and also
other associations and collocations are used. Most of these are not explicitly expres-
sed in WordNet, and here we try roughly to gauge their relative importance to WSD.

5  Use of InfoMap as the First-Stage Disambiguator

To disambiguate with the help of context one needs a set of words that co-occur, more
often than would be the case by chance, with the word to be disambiguated. One way
to do this would be to collect co-occurrence statistics with whatever software were
available for the purpose, but the drawback of this method is that the statistics do not
discriminate between the senscs. A better way is to use an application that is based on
co-occurrences but which, nevertheless, can be made to discriminate, to some extent,
between the senses when a judicious selection of the search terms is performed. One
such application is InfoMap (http://infomap.stanford.edu), which is freely available
from the Stanford University site and is explained in detail in [25, 29].

The principle behind InfoMap was developed by Schiitze [23] and implemented
and modified principally by the InfoMap team at the Stanford University. The distri-
bution of word co-occurrences between a word and sets of content-bearing words
creates a profile of the words usage in a context, and thus a profile of the word mean-
ing itself. A similarity between two words can be calculated by comparing the profiles
of the words in question. It is possible to return related documents whose profiles are
close to each other even though they may not include the query words themselves.
The meaning can be narrowed down by the selection of search words and can thus be
used to disambiguate the key search term to some extent at least.

To get a set of word clusters related to the word palm in the sense of a hand (Ta-
ble 1) we can simply enter the words palm and hand together as search terms, to-
gether with any negative keywords. The web interface allows us to retrieve up to 200
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Table 1. Results of an InfoMap-query using palm and hand as keywords and_tree as a negative
keyword. 10 clusters were specified.

Prototypical Example Cluster Members

hand hand wrist elbow finger thumb forearm grasped glove holding squeezed grasping
firmly coin ear torch cigarette lever grasp isambard pencil verbal button squeeze
candle undone propped superiority mister tapped arm's

palm palm tapping held knuckles squeezing aloft wrapped knotted cradle shield caf
woven loom restraining cloth smacked clips begging salute raffle necklace delights
twists cane embroidered

fingers fingers cheek cupped clutched stroked grip touched stroking brushed gripped
lightly Kissed gently tenderly fingertips delicately hold flinched knife stretched
touch rubbing rested touching blade lifted pins dagger limp slid knelt shake caress
razor pressed gasping tip rope raised brush

shoulder  arm shoulder outstretched sleeve fist clasped clutching clamped thigh waved sword
knee patted foot hip gripping rein gesture hips trouser knob leg reins swinging
breast smoothing bend needle forward

pocket pocket put picked wallet handed bag tore crumpled briefcase pen drawer pad card-
board paw pockets parchment suitcases handbag putting lend packet

left left fork hemisphere edge side scars stile pictured
grabbed grabbed gun pistol snatched fumbled wrenched grab

lips tightly rubbed chin trembling clenched mouth handkerchief kiss boy's lips breath
gasped brow twitched

jar saucer basket teapot bottle plate crumbs biscuit jar tray

shoulders  forehead shaking bent resting waist arms jerked tugging tilting rolled curled chest
palms slapped knees wrists shoulders

words associated with the key search terms and divide them into 1-20 categories as
desired. A prototypical example is given for each category. Other search strategies
could also be used for the same end including contrasting pairs.

6 Basic-Level Categories and ICM's in WSD

The idea behind using InfoMap is to get a set of terms associated with the word to be
disambiguated and occurring together in the same context. InfoMap is based on co-
occurrence information and word vector relations and, therefore, seems suitable for
the purpose. The public web interface for the application at the Stanford University
site was included within the Java-based disambiguating application created for the
purpose. The mode of the operation was, shortly, as follows.

The parameters posted to the site were the search term palm + other keywords.,
(hand), negative keywords (tree), corpus (British National Corpus).' c.omm.and (asso-
ciate), and parameters specifying clustered results with 200 words dlyldcd in 10 cilus-
ters. The request to the site was sent separately for both of tl?e major senses of the
word to be disambiguated and the results received were combined to form a Disam-
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biguation Feature Cluster set consisting of 20 clusters, the first 10 for the first Major
sense of the word to be disambiguated (keywords: palm hand, neg. keyword: tree) the
second 10 for the second major sense (keywords: palm tree, neg. keyword: hand), The
returned information (Figure 1 showing half of the set) was then converted intq an
XML-format and indexed into a file database using Java Digester Libraries [S]. Tpe
context to be disambiguated was indexed to another data base using Digester and
Porter Stemming Algorithm. In the process of disambiguation, the context sentenceg
were iterated through and matched against the Disambiguation Feature Cluster gey.
each time a word in the context sentence matched the clusters 1-10 the first senge
increased its score, and when 11-20 were matched the second sense increased it
score. The maximum of these scores indicated the word sense. The matches were
indicated either as correct, undecidable (no matches), even, or wrong. For the query
matching, Java Lucene [10, 17] libraries were used.

First we tested our application with Mihalcea's sense tagged data for six words
with two-way ambiguities, previously used in word sense disambiguation research
and extracted from BNC [28]. We simply took her Meanings-labels as positive and
negative keywords to create the feature-sets with the help of InfoMap and then used
these feature-sets to disambiguate her examples. The results are shown in Table 2. As
expected, the results were variable, ranging from 47.3 to 82.2 % in accuracy, indicat-
ing that the selection of the keywords is significant. Changing fank's “vehicle™-
keyword to “military,” for example, increased the disambiguation accuracy to 64.7%.
Increasing the number of the keywords also had a significant effect on the result.

Table 2. Disambiguation accuracies reached using the
TWA dataset's Meanings-labels as keywords

Word  Meanings Examples Correct
bass fish/music 107 822 %
crane  bird/machine 95 68.4 %
motion movement/legal 201 49.8 %
palm hand/tree 201 72.0 %
plant living/factory 188 77.1 %
tank container/vehicle 201 473 %

However, our purpose was not to find out the maximum disambiguating power of
InfoMap , but to use it as a tool to help in our own experiments. We merely needed a
rough set of context words to modify using basic-level category information to s¢¢
how that information affected the disambiguation accuracy.

For our example, the word palm was selected, because it had an adequate number
of hand-tagged contexts (201) and the disambiguation accuracy (75.1%) achieved was
judged sufficient, but not too, high for our purpose. Moreover, we could extract.arl
adequate number of contexts (1000) with the word palm from the BNC against whic
to test this set. As both sets come from the BNC, they may partially overlap, but, as
said, the purpose of the experiment was to test the effect of the basic-level category
words on the overall disambiguation against normal context words. More extensive I
way tests will follow based on this experiment. After pruning out some minor senses:
193 contexts remained. The remaining TWA contexts were processed using the U™
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Table 3. R;sults for the two major senses (part-of-hand, tree) of the
word palm in 193 contexts when disambiguated with the unmodified
disambiguation feature cluster set (UDFC).

Wide context (paragraph) Narrow context (sentence)
correct: 139 72.0% correct: 130 67.4 %
undecidable: 0 0.0% undecidable: 0 0.0 %
equal: 24 124% equal: 22 11.4%
wrong: 30 15.5% wrong: 4] 212%

Total: 193  ~100.0 % Total: 193 ~100.0 %

Table 4. Results for the two major senses (part-of-hand, tree) of the
word palm in 193 contexts when disambiguated with the MDFC set.

Wide context (paragraph) Narrow context (sentence)
correct: 193 100.0% correct: 193 100.0 %
undecidable: 0 0.0% undecidable: 0 0.0%
equal: 0 0.0% equal: 0 0.0%
wrong: 0 0.0% wrong: 0 0.0 %

Total: 193 ~100.0 % Total: 193 ~100.0 %

modified InfoMap feature set for disambiguation. The results were as shown in Ta-
ble 3.

Even when disambiguating with the unmodified InfoMap results, the disambigua-
tion achieved is significantly better than what could be expected by chance. Our pur-
pose was to modify the feature set to see what the actual words were that played role
in disambiguation and what was their number, in order to be able to roughly catego-
rize the words participating in disambiguation. For this reason the words that had not
played any part in disambiguation, were pruned from the Disambiguation Feature
Cluster Set. Some words that were judged as missing were added, and to get a 100%
disambiguation result for the TWA contexts (Table 4) further S collocations
({"his","palm"}, {"read","palm"}, {"her","palm"}, {"my","palm"}, {"paim","tree"})
were added. The number of the words in the modified and unmodified set remained
roughly the same. We call the original, unmodified set the Unmodified Disambigua-
tion Feature Clusters (UDFC) set and the modified one the Modified Disambiguation
Feature Clusters (MDFC) set. In the MDFC the feature categories were rearranged to
create additionally a feature set for a) Parts, b) Objects Affected, and c) Functions in
order to roughly isolate the features that might be related to basic-level information.

1000 contexts containing the word palm were then extracted from the BNC out of
which 749 contained either of the major senses (part-of-hand, tree) and these were
then selected for disambiguation. First these contexts were disambiguated with the
help of the UDFC set (Table 5) and then with the help of the MDFC set (Table 6?.

As these results show, the disambiguation accuracy for the MDFC was considera-
bly higher than for the UDFC. The accuracy of UDFC increased when the number of
contexts was increased, whereas the accuracy declined for MDFC. This probably was
due to the fact that MDFC was optimized for TWA contexts whereas UDFC was not,
i.e., some of the pruned words might have proved useful in new contexts, etc.
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Table 5. Results for the two major senses (part-of-hand, tree) of the
word palm in 749 contexts when disambiguated with the UDFC set.

Wide context (paragraph) Narrow context (sentence)
73.4%

correct: 596 79.6 %  correct: 550
undecidable: 2 03 % undecidable: 0 0.0 %
equal: 71 9.5% equal: 76 10.1 %
wrong: 80 10.7%  wrong: 123 16.4 %
Total: 749 ~100.0% Total: 749 ~100.0 %

Table 6. Results for the two major senses (parttof-hand, tree) of the
word palm in 749 contexts when disambiguated with MDFC set.

Narrow context (sentence)

Wide context (paragraph)
correct: 702 93.7% correct: 692 92.4 %
undecidable: 11 1.5% undecidable: 32 43 %
equal: 13 1.7% equal: 12 1.6 %
wrong: 23 3.1 % wrong: 13 1.7 %
Total: 749 ~100.0 % Total: 749 ~100.0 %

Then a very rough estimation was made of the contribution that the feature-sets
(Parts, Functions) linked to basic-level information (hypemyms, parts, functions)
made towards the overall disambiguation. For this the 193 pruned contexts from
TWA were used. First, the parts and functions clusters from the MDFC were removed

and the remaining clusters only were used for disambiguation. As the word palm's

salience varied within the context, being sometimes in the foreground sometimes

the background, it was decided to conflate the part information between adjacent
levels: all tree parts were considered together and all body parts were considered
together. Similarly, all tree function words were considered together, and all body

function words were considered together.
The disambiguation accuracy exceeded the 50/50 (Table 7) with significant results,

but a lot of scope was left for improvement, which shows that the inclusion of parts
and functions in the clusters used in MDFC is essential for accuracy. This is shown
even clearer when we include only the parts and functions clusters and remove

others from MDFC (Table 8).

7 Discussion

Although, as the very first experiment with the unmodified set returned by InfoMap
shows, the disambiguating word set needs to be modified for more accurate function-
ing, the size of the set (200 words for each sense) seems adequate. Our preliminafy
experiments with other disambiguous words have shown that an ontology relating

words through structures including the novel categories would ideally suit for wor
sense disambiguation. We have previously successfully used WordNet for disambigy
ating words based on an artificial taxonomy (animals) [15] and expect that by avé’
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Table 7. Results for the two major senses (part-of-hand, tree) of the
word palm in 749 contexts when disambiguated with the MDFC set.
Two MDFC clusters, parts, and functions, are not used in this MDFC.

Parts and functions clusters not included

Wide context Narrow context
correct: 121 62.7% correct: 102 52.8%
undecidable: 49 25.4 % undecidable: 84 43.5%
equal: 13 6.7% equal: 1 0.5%
wrong: 10 52% wrong: 6 3.1 %
Total: 193  ~100.0 % Total: 193 ~100.0 %

Table 8. Results for the two major senses (part-of-hand, tree) of the
word palm in 749 contexts when disambiguated with the MDFC. Only
parts, and functions clusters are used in this MDFC.

With parts and functions clusters only

Wide context Narrow context
correct: 149 77.2% correct: 144 74.6 %
undecidable: 2 15.0% undecidable: 40 20.7 %
equal: 9 4.7% equal: 6 3.1%
wrong: 6 3.1% wrong: 3 1.6 %

Total: 193 ~100.0 % Total: 193  ~100.0 %

menting the relations within WordNet to include categorical relations that appear to
have some relation with basic-level categories and idealized cognitive models we
could make it more suitable for disambiguation purposes. However, there are many
questions to be solved about the basic-level categories, ICMs and their relations to
context before a more comprehensive system can be developed. For example, some-
thing perceived as basic level varies amongst individuals: for an expert eucalypt may
appear as a basic-level object, whereas for many ordinary city-dwellers it is free that
is seen as the basic-level object. The salience of the word within the context, i.e.,
whether it is in the background or in the foreground, affects the gestalt experienced
also. There may be hundreds of different types of ICMs judging by the variety of
examples given by Lakoff and others. Some of this information is already coded in
different ontologies, albeit referred to by different terms, such as thematic relations,
partonymy etc. It is likely, as Rosch and Lakoff have pointed out that basic-level
structures are a mere surface phenomena, and one needs to dig deeper to get to the
gist of what happens in the cognition when dealing with categories, in order to allow
us to build structures that can be used in disambiguation

Complex as it might seem considering the reservations above, the research is justi-
fied on the grounds that a human being can disambiguate linguistic context better than
a machine, and unless we are able to come up with a superior algorithm or mimic this
disambiguating behavior, we can never be sure whether the results that our machine
translation and other applications come up with are correct. We need to communicate
globally and rapidly and need to be able to do it without the fear of being misunder-
stood.
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